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Steve Shuster
http://www4.nau.edu/shustercourses/BIO682/index.htm

Lecture 8

Example: Sign 
Test

1. The number of 
warning cries 

delivered against 
intruders by male and 

female pairs of 
trogons.

Method:
For N = 10, count the 

smallest number of + or 
– (here = 2).

a. Don't count ties or 0.

Pair M F direction Sign

1 8  3  > +
2 4 3 > +
3 6 4  > +
4 6 3 > +
5 3 3 = 0
6 2  6  < -
7 5  2  > +
8 3  3  = 0
9 1  2  < -

10 6  0 > +
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For 
N < 35

1. Look up P in a 
table of binomial 

probabilities.
2. In this case, 

P=.055             
(1-tailed test).

3. But if no 
direction is 

predicted, use 2P 
(=.110, ns).

Wilcoxon Signed-Ranks Test
1. A more powerful test because it provides a 

test of:
a. Order (like sign test)

b. magnitude.
2. Useful in behavioral tests when information 

is known about magnitude:
a. It is then possible to rank pairs based on 

magnitude of differences.

Wilcoxon Signed-Ranks Test: 
Method

1. Use the same table as before, except add 
the following:

a. Calculate unsigned difference between M 
and F.

b. Rank them.
c. Add the sign of the difference to the rank.

2. Note, 0 is omitted from ranks.



3

Wilcoxon Signed-Ranks Test: 
Method

=

Wilcoxon Signed-Ranks Test: 
Method

2. Determine N (# of non-zero d's = 8)
3. Calculate:

a. T+, sum of (+) ranks (= 28.5).
b. T-, sum of (-) ranks (= -7.5).

4. The smaller absolute value is Ts, look up 
on Table 30.

a. Here, Ts = 7.5, > 6 for which P = 0.0547, 
ns.
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For Large Samples,
1. As before, the values of T+ begin to 

approximate a normal distribution.

T+ - µT+
z =    ________

σT+

Where: µT+ = N(N+1)/4
and σT+ = N(N+1)(2N+1)/24 

Two Sample Tests
1. U-test, Wilcoxon’s test

a. Tests used to determine if two 
independent samples have same median.

b. Analogous to t-test
c. Use ordinal data, which t-test will not 

accommodate (very well).

t-test or U-test?
a. If data meet assumptions of t-test, use it, 

smaller N needed than U- or W-tests.

b. However, if sample size can be increased, 
can be as/more powerful than t-test
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U-test, Wilcoxon’s test
1. Both tests devised at about the same time.

a. Method is slightly different, but same 
results are obtained.

2. Wilcoxon also produces the same statistic 
as a paired t-test.

a. Should be used in the same situations.

U-test: Example
Thermosphaeroma isopods, inhabit 

hot spring in New Mexico.
1. Small environment, isopods 

keep pool free of predators.
2. Sexual dimorphism is great, 

males guard females.
a. Female sexual receptivity 

associated with molt.
b. Females are spatially dispersed, 
apparent time constraints on male

guarding time.

Male Mate Discrimination
1. Males observed assessing females. 

a. Females held > 5 sec, < 15 min
-were rejects.

b. Females held over 15 min – were paired.
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U-Test: Method
1. Rank body sizes 
of paired (n1), and 
rejected females 

(n2):
a. As a single 

series.
b. Lowest to 

highest. 
c. Calculate R1, R2 

as Σrij.

U-Test: Method
2. If N < 20, Calculate U as:

n1n2 + n2(n2 + 1)/2 - R2

3. if N > 20, calculate z as approximation of 
normal dist:

U - µU
z =  ______

σU
where: µU = n1n2/2

σU = √[n1n2(n1+n2+1)/12]

Tied Ranks:
1. Changes the variability in the set of ranks
a. Therefore, need to adjust the value of σU

σU =  √[n1n2/N(N-1)][(N3 - N)/12 – ΣT]
where

t
ΣT = Σ(t3 - t)/12

b. t = number of tied scores for a given rank 
c. ΣT amounts to a term in the denominator that 
accounts for the length of the run of tied scores.
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Note That,
c. This correction makes the value of z larger

d. Thus, the uncorrected test is more 
conservative.

U - µU
z =  ______

σU

σU =  √[n1n2/N(N-1)][(N3 - N)/12 – ΣT]

k-Sample Cases
1. Friedman's 2-way ANOVA

a. A test to determine whether k (= a) matched 
samples are from the same population.
b. Example: testing four groups of a 

individuals with four different feeding 
regimes.

c. See S&C for details on this one.
d. This test must have a balanced design (all 
samples equal) and be fully factorial (all cells 

filled) to work.

k-Sample Cases
2. Kruskal-Wallis 

test
a. A non-parametric 

ANOVA
1. Tests the 

hypothesis that the 
medians of a 

groups are equal.
2. Data cast in a 2 

way table.
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Kruskal-Wallis Test
3. The N observations 
are replaced by ranks 

in a single series.
a. Ranking is in order, 

low to high.
b. Tied ranks as before 

(1+2+3)/3 = 2

Kruskal-Wallis H
1. Ranks are then summed for each of the a groups, 

where,
Rj = (Σrij) = the sum of i ranks for each j-th column.

nj = number of cases in the j-th column
N = total number of cases.

12        a Rj
2

H =                   Σ - 3(N + 1)
N(N+1)         nj

with df = a-1

Kruskal-Wallis: Example
1. The numbers of beetles on three colors of 

flowers
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Kruskal-Wallis: Example
2. Rank the scores as a single series from 

lowest to highest.

Kruskal-Wallis: 
Example

3. Then use K-W 
formula to 

calculate H: 12        a Rj
2

H =                     Σ - 3(N + 1)
N(N+1)          nj

with df = a-1
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Kruskal-Wallis: Significance
1. Note that the smallest nj is < 5:

a. For a > 3 and nj > 5, H is distributed as X2

with df = a-1.
b. For smaller values of nj, must use exact 

probability table.
2. See Table O:

a. Match up sample sizes.
b. Find value of H and read off exact 

probability (Hobs = 6.4).
H[.05;5,5,4] = 5.64, P<0.05.

Kruskal-Wallis: Tied Ranks
1. To correct for large numbers of tied scores, 

a. Calculate D (S&R):

t
Where: ΣT = Σ(t3 - t)/12, and t = number   

of tied scores for a given rank.


